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Figure 1: Examples of the scene captured using first-person view lifelogging video.

ABSTRACT
This paper proposes a method to measure the daily face-to-face
social activity of a camera wearer by detecting faces captured in
first-person view lifelogging videos. This study was inspired by
pedometers used to estimate the amount of physical activity by
counting the number of steps detected by accelerometers, which is
effective for reflecting individual health and facilitating behavior
change. We investigated whether we can estimate the amount of
social activity by counting the number of faces captured in the first-
person view videos like a pedometer. Our system counts not only
the number of faces but also weighs in the numbers according to the
size of the face (corresponding to a face’s closeness) and the amount
of time it was shown in the video. By doing so, we confirmed that
we can measure the amount of social activity based on the quality
of each interaction. For example, if we simply count the number
of faces, we overestimate social activities while passing through
a crowd of people. Our system, on the other hand, gives a higher
score to a social actitivity even when speaking with a single person
for a long time, which was also positively evaluated by experiment
participants who viewed the lifelogging videos. Through evaluation
experiments, many evaluators evaluated the social activity high
when the camera wearer speaks. An interesting feature of the pro-
posed system is that it can correctly evaluate such scenes higher as
the camera wearer actively engages in conversations with others,
even though the system does not measure the camera wearer’s
utterances. This is because the conversation partners tend to turn
their faces towards to the camera wearer, and that increases the
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number of detected faces as a result. However, the present system
fails to correctly estimate the depth of social activity compared to
what the camera wearer recalls especially when the conversation
partners are standing out of the camera’s field of view. The paper
briefly descibes how the results can be improved by widening the
camera’s field of view.
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1 INTRODUCTION
The question of this research is, "Is it possible to measure the face-
to-face engagement level, that is, the amount of daily social activity,
with a simple method?" This paper proposes a method to measure
the social activity of engagement with other people by counting
faces captured in a lifelogging video (Figure 1).

Originally, the pedometer was an instrument to count steps. In
recent years, as a result of advances in technology to recognition
patterns of fluctuations in body motion, many wristband-type ac-
tivity meters (Fitbit, Jawbone, etc.) are able to identify walking,
jogging, sleeping, etc. [7]. By aggregating and comparing the data
of tens of thousands of users, the objective vision of individual ex-
ercise and sleep quantity is simplified, which promotes motivation
for exercise.
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Figure 2: Social activity measurement by counting faces captured in first-person view lifelogging video

First of all, we count the number of faces. We aim to realize a
face-meter that keeps track of changes in face-to-face engagement
based on the time pattern and that records daily social activity.
This is an analogy with the pedometer that accumulates changes
in acceleration during exercise and records daily physical activity.

We quantify face-to-face engagement with people and integrate
over time. This will make it possible to visualize and review the level
of engagement in daily face-to-face social activity, of which it is
difficult to be aware. In this study, the value obtained by integrating
the face-to-face engagement level over time is defined as the amount
of social activity, which we measure. By wearing a camera and
acting, various scenes are captured, as shown in Figure 1. Face-to-
face communication occurs often in daily life, such as when we
meet and talk to people. We use the first-person view video as the
lifelogging sensor device (first-person view lifelogging video).

We propose a method to measure the daily social activity of a
camera wearer by detecting the face captured in the first-person
view lifelogging video. This is done to quantify the face-to-face
engagement level using a simple method (Figure 2). To record a
stable image, we attach the camera to the chest. In this research, to
discuss the requirements of system realization (camera view angle,
evaluation formula) and subjective evaluation of users, we record
video as part of the research process. The recorded data are used
after the camera wearer has confirmed whether there are data to be
considered. When this system is used outside the experiment, only
the image-processing results and numerical values will be recorded.
Users will look back on their own social activity on a smartphone
or similar device. We also expect the camera to be small enough to
allow for natural sensing.

In the future, we will aim to provide feedback that leads to be-
havioral changes to improve social health [9], such as loneliness
and fatigue in social activities. By counting according to the situa-
tion, users can set the target amount of social activity when using
the system in daily life. Figure 3 is our prototype application. This
taxonomy allows users to ascertain whether they tend to pass by
people or spend time with them, and howmany people they interact
with. In addition, by recording and recalling daily social activity, we
think that users might be able to perceive that there were too few
or too many face-to-face engagements with people. The prototype
UI is based on an activity gauge, like that of the Apple Watch, and
an animation of reviewing the activity, like that of SmartBand.

We examined the case in which the amount of social activity
tends to feel large by subjective evaluation experiment. In this

Figure 3: Amount of face-to-face social activity can be visual-
ized similarly to the amount of physical activity on a smart
phone.

paper, we discuss the effectiveness and limitation of quantifying
face-to-face engagement level based on face detection in terms
of the inclusiveness of multiple active behavioral characteristics
without detailed sensing. Finally, we improved the measurement of
dialogue at diagonal or side-by-side positions by using a hemispher-
ical camera. The conclusions obtained from subjective evaluation
experiments are shown below.
• In the situation in which the user spoke and/or engaged,
the amount of social activity was evaluated as high, and
we confirmed the tendency of the other person facing the
camera wearer. In other words, it was suggested that social
activity can be measured by detecting the face of the part-
ner when the camera wearer performs an active behavior,
without measuring the utterance or the gesture itself.
• It was shown that there were scenes that were different from
the subjective evaluation when the amount of social activity
was calculated by only counting the number of faces. To
quantify the amount of social activity, considering the active
behavior, it is necessary to weight by proximity and time
continuity.
• A few diagonal and side-by-side dialogues were found, and
it was determined that an angle of view of 180◦ or more was
necessary. As a result of using a 200◦ hemispherical camera,
it was suggested that measurement of situations with a high
level of face-to-face engagement can be improved.
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2 RELATEDWORK
2.1 Recognition of Social Contexts
Techniques for recognizing the social context of individuals and
groups from nonvisual information have been studied by many
researchers. For example, by combining exercise with an accel-
eration sensor [17], a voice with a speaker [16], distance with a
Bluetooth link [5], and face-to-face detection with an IR sensor
[3], various aspects of social context have been measured. The re-
sults include predictions about productivity and job satisfaction
[15]. Alternatively, technologies that interpret a talking field [14]
enabled researchers to use a simple algorithm and a lightweight,
networked mobile terminal equipped with a microphone to work
in crowds. There are also studies that recognized social context
by sensing the wearers themselves. For example, a technique of
incorporating a photo reflector into eyeglasses and measuring fa-
cial expressions from skin deformation [13] enabled researchers to
record complex, daily facial expressions in lifelogs using machine
learning. Moreover, social context recognition has been studied
using a large amount of long-term data from virtual space [19].

There are many aspects of social activities that require us to
well-recognize important information, according to the purpose
and scope of its application.We assess the face-to-face social context
of a camera wearer using faces that are cues from the first-person
view lifelogging video.

2.2 Technique with First-Person View Video
Many techniques have been studied for analyzing first-person view
video. There have also been studies on techniques for recognizing
social contexts. For example, calculating the line of sight of an-
other person’s face from the position and orientation of the camera
wearer allows software to create a 3D mapping of the environ-
ment, thus creating a heat map. This can be used to estimate the
partner’s profile and role in a group setting [6]. A few studies rec-
ognize egocentric social situations by measuring the behavior of
the camera wearer using the first-person view video[21]. Addition-
ally, multiple camera wearers’ scenes can be analyzed to correlate
head movement and faces during a group conversation. Thus, it
is also possible to derive the position and orientation of the face
of the camera wearer [23]. There is another technique that uses
the affinity of head direction to assess the social factors in a group
conversation [1].

It is useful to understand the social context of the camera wearer
from first-person view video. With our approach, we measure the
level of engagementwith others by calculating the number of people
with detected frontal faces, distances, and the time-weight of the
continuity to quantify the daily face-to-face social activity with a
simple method.

2.3 Utilization of Captured Experiential Data
Research that extends meta-recognition by combining egocentric
and objective information using first-person view video and/or
metadata has been studied. For example, there is research that
supports memory recall that is difficult for people with memory im-
pairment [8] and research that supports control of everyday eating

habits [18]. Additionally, the influence of egocentric and/or objec-
tive information on metacognition has been studied empirically. For
example, although vision information promotes recall of detailed
memory, location information is reported to support inferential
processes [11]. Furthermore, because metacognition perceptually
changes over time, information on meta-viewpoints is reported to
be useful for reviewing experiences [20]. On the other hand, there
is research to expand self-perception by using the first-person view
video of others in parallel [12].

We quantify face-to-face engagement with people using a first-
person view lifelogging video. Ourmotivation is that this will enable
users to visualize and reflect on the level of engagement in daily
face-to-face social activity that it is difficult to be aware of.

3 SOCIAL ACTIVITY MEASUREMENT
In this study, the value obtained by integrating the face-to-face
engagement level over time is defined as the amount of social
activity, which we measure. We show the example result (Figure 4)
obtained from social activity measurement using our proposed
method compared with a result using a method that only counts
the number of faces. If we only count the number of faces, we treat
encounters with other people in crowds and close dialogue with
specific persons in the same way; thus, we propose counting them
separately with distance and time continuity. The amount of social
activity shall be the time integral of the value calculated on the basis
of the number of people, the proximity, and continuity for each
frame. The proposed method and method of counting the number
of faces measured the amount of social activity every second.

For example, the amount of social activity is calculated for a
situation in which one person talks to a specific person at a short
distance (Figure 4: S1). Additionally, the amount of social activity
is calculated in consideration of the situation where three people
are talking while maintaining the distance (S2). Furthermore, the
amount of social activity is calculated considering the instantaneous
involvement with people in the crowd (S3).

With the method of counting faces, the cumulative amount of
social activity for approximately 20 s is in the order of S1 < S2 ≈ S3,
but with the proposed method, it is S3 < S2 ≈ S1. Additionally,
our method is calculated considering scenes in which there are
situations when conversation partner does or does not keep facing
the camera wearer, as in frame t + 9 of Figure 4.

3.1 Requirements
For face detection, we use OpenFace developed by Carnegie Mellon
University [2]. Face tracking of the dlib library [4] in OpenFace
trackswhatwas estimated as the same person’s face between frames
(Figure 5). In the case of measurement every 10 s, the time continuity
Ti (t ) increases by 1.We do not detect the sideways face and occipital
area but detect frontal faces and measure face-to-face engagement.
In terms of design simplicity and privacy consideration, we think
it is useful to use the face-detection result without identifying the
individual’s face.

3.2 Implementation
Specifically, the amount of social activity S of a certain time t is
calculated by Formula (1). The closeness Di (t ) represents the size
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Figure 4: Examples of measurement: Dialogue with an individual, Multiparty conversation, and passing with people

of the face occupying the entire screen. Specifically, it is calculated
by Formula (2).

That is, for each frame, the product of the size of each detected
face and the continuity at that time is obtained and accumulated.
By time-integrating this information, for example, it is possible to
measure the amount of social activity during the whole day, extract
a specific scene in time, and evaluate the amount of social activity
of the scene.

For the detected face identification (ID) number i , the newly
issued ID is used every time OpenFace detects a new face. Specifi-
cally, different IDs are issued for newly detected faces in a certain
frame. However, the same ID is given to the face determined to be
the same person as the face detected in the immediately preceding
frame. However, when two or more undetected frames intervene,
another new ID is issued, even for the same person’s face. Utilizing
this property, we decided to increment Ti (t ) for that ID if the same
ID is detected in consecutive frames, and we use this value as time
continuity. Ti (t ) always starts from 1.

Figure 5: Calculation of size and continuity of each face

S =
m∑
t=1

n∑
i=1

Ti (t ) · Di (t ) (1)

*..............
,

i : The identification number of the detected face,
Ti (t ) : Continuity (same face-detection frame),
Di (t ) : Closeness (the area of the face occupying the
whole),
m : The number of measurement frames (elapsed ti-
me) up to time t ,
n : The cumulative number of people (number of fa-
ces) up to time t .

+//////////////
-

Di =
wi · hi

R
· 100 (2)

*....
,

wi : The width of the detected face,
hi : The height of the detected face,
R : Screen resolution.
The units are pixels.

+////
-

4 SUBJECTIVE EVALUATION EXPERIMENT
We examined the scene in which the user tends to feel that the
amount of social activity is large by subjective evaluation exper-
iment. The results of the subjective evaluation experiment will
reveal two questions.
• What kind of scene tends to feel as though the amount of
social activity is large?
• Is it possible to measure the face-to-face engagement level,
that is, the daily amount of social activity, with a simple
method?4
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In order to quantitatively evaluate the subjective amount of
social activity, we instructed 8 persons (Table 2) to browse and
rearrange the various first-person view videos (Table 1). Each of
video contents is a uniformly extracted 1-min activity from the
first-person view lifelogging video that is recorded by a visitor who
participated in the demonstration and poster session at a conference.
Finally, we compared the quantified subjective evaluation using an
ordinal scale that is obtained from 8 evaluators and the amount
of social activity quantified by the proposed method and by the
method of only counting the number of faces.

4.1 Data Collection
From the 8 first-person view lifelogging videos recorded during
the demonstration and poster session, we chose Person P8’s video
of the person who had conversations with other participants in
the same place. We uniformly extracted 10 videos that contain 1
minute of various social activities from the approximately 1.5-h
first-person view lifelogging video (Table 1).

Table 1: The extracted 10 videos from the 1.5-h video

Video contents
A Walking alone in the hallway
B Walking in the crowd and moving toward the presenter
C Talking to the presenter and walking in the crowd
D Talking to the presenter while experiencing the exhibit
E Talking to the Person P1
F Group conversation with the Person P1 and another person
G Hearing a presenter’s talk from afar
H Encounter with Person P1 and having a short conversation
I Hearing a conversation behind the presenter and visitor
J Hearing a presenter’s talk from afar with many visitors

4.2 Experiment Participant
The evaluators were a total of 8 persons, including a camera wearer,
a dialogue partner, and 6 third parties (Table 2). Furthermore, the
subjective evaluation was compared from the following three view-
points. This is to consider the influence of the difference in experi-
ence on the evaluation.
• Person’s viewpoint as a camera wearer
• Person’s viewpoint as a dialogue partner in videos
• Third-party viewpoint that did not appear in videos

Table 2: Participants in subjective evaluation experiment

Participants
Camera wearer P8
Dialogue partner P1
Third person P2,P3,P4,P5,P6,P7

4.3 Experimental Procedure
We uniformly extracted 10 videos that contains 1 minute of vari-
ous social activities from the approximately 1.5-h first-person view

lifelogging video (Table 1). Additionally, the 8 evaluators (Table 2)
were instructed to watch all 10 videos and rearrange them using
two symbols, < and =, to sort the videos in ascending order of the
amount of social activity. We also instructed them to describe the
memo of 0 to 100 and the judgment criteria so as not to mistake the
sorting order. The time required for evaluation was approximately
20 min. These tasks were conducted online by all evaluators. Then,
we quantified the subjective evaluation of the amount of social ac-
tivity using an ordinal distance in which the videos were rearranged.
Finally, we compared the quantified subjective evaluation using an
ordinal scale that was obtained from multiple evaluators with the
amounts of social activity quantified by the proposed method and
by the method only counting the number of faces. The proposed
method and the method counting the number of faces measured
the amount of social activity every second.

4.4 Results of the Experiment
We show the experimental results obtained from 10 videos rear-
ranged in ascending order of quantified subjective evaluation in
Figure 6. The results were rearranged in order of median of quanti-
fied subjective evaluation of the amount of social activity. When the
same value was obtained, the videos were sorted alphabetically. We
also plotted the amount of social activity quantified by the proposed
method (PM) and that quantified by counting the number of faces
(NF). Figure 6 shows the order of the obtained results. Because each
detailed scale is different, the calculated amount of social activity
is plotted in accordance with the maximum value.

In scenes where the amount of social activity is small (A, I)
and those where it is large (E, F), the subjective evaluations were
generally consistent among the evaluators (Figure 6). There were
also scenes (G, J, C, H) in which evaluations tended to be scattered
slightly, and scenes (B, D) in which evaluations were varied greatly
among evaluators. The outline of the obtained results is shown
below.
• In the scene in which the camera wearer spoke and/or en-
gaged, the amount of social activity was evaluated much,
and we confirmed the tendency of the other’s face facing the
camera wearer (Figure 6: C, H, D, E, F).
• There were scenes that were different from the subjective
evaluation when the amount of social activity was calculated
by only counting the number of faces (Figure 6: J, F).
• There were scenes in which the social activity quantified
by both methods was in a different order from that of the
subjective evaluation (Figure 6: H, D, E). The face was not
completely captured when the dialogue partner of the cam-
era wearer was too close or the standing position became
oblique.

The detailed results of the subjective evaluation experiment and
the scene are described in Sections 4.3.1 and 4.3.2.

4.4.1 Scene in which the Evaluation was Consistent among the Eval-
uators. In scenes where the amount of social activity is small (A, I)
or large (E, F), the subjective evaluation generally were consistent
among the evaluators (Figure 6). There were also scenes (G, J, C, H)
in which evaluations tended to be scattered somewhat.

When the camera wearer participated in the conversation and
spoke, the amount of social activity tended to be evaluated as large5
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Figure 6: Subjective evaluation results that were quantified by rearranging 10 videos (SE). A comparison of SE and the amount
of social activity by proposed method (PM) and with counting the number of faces (NF).

by evaluators. The description that was often seen in the sorting
criteria was "Whether camera wearer is speaking and/or participating
in a conversation." We confirmed the tendency of the conversation
partner facing the camera wearer when the camera wearer was
speaking (Figure 6: C, H, D, E, F).

Additionally, the amount of social activity of Scenes J and F
quantified by the proposed method was in the same order as in
the subjective evaluation. However, the amount of social activity
quantified by counting the number of faces was different from the
order of subjective evaluation.

On the other hand, in Scenes H and E, the social activity quanti-
fied by both methods was in a different order from the subjective

evaluation. The face was not completely captured when the dia-
logue partner of the camera wearer was too close or the standing
position became oblique.

The contents of each scene that was consistently evaluated are
described below (Scenes A, I, E, F).

Scene A
The camera wearer went down the stairs. He passed a few
people in the hallway. He did not talk to anyone.

Scene I
The camera wearer listened to the talks behind the conver-
sation between the presenter and the visitor. After looking
around several times, he moved and read the posters. He did
not participate in the conversation directly.6
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Scene E
The camera wearer and Person P1 had a one-on-one conver-
sation. They talked with each other with speech and gestures.
On the way, the distance between them became closer or
the standing position was oblique. There was a scene in
which the face of the conversation partner was not within
the viewing angle of the camera and could not be captured
properly.

Scene F
The camera wearer and Person P1 had a one-on-one conver-
sation. Then, another person joined the conversation. They
talked with each other with speech and gestures. Three peo-
ple saw the booklet held by Person P1 and approached. There
were several scenes in which the face of Person P1 was par-
tially out of the view angle of the camera.

The contents of each scene that tended to be scattered somewhat
in evaluation are described below (Scenes G, J, C, H).

Scene G
The camera wearer turned in the direction of the presen-
ter from afar and heard a talk. The presenter was facing
the direction of the visitor and the camera wearer. In the
first half, there were many visitors next door. In the second
half, he looked at his surroundings. He did not have direct
conversation or speak.

Scene J
The camera wearer turned in the direction of the presenter
from afar and heard a talk. The presenter was facing the
direction of the visitor and the camera wearer. The camera
wearer was in a position facing the other visitors. He did not
have direct conversation or speak.

Scene C
The camera wearer was talking to the presenter while expe-
riencing the demonstration. They talked to each other. He
did not have direct conversation, but another presenter and
visitor were nearby. When he moved, he passed many other
visitors.

Scene H
In the first half, the camera wearer moved after listening
to a talk from afar. In the second half, he met Person P1
and talked at a short distance and with an oblique standing
position. The conversation was short, approximately 20 s.
There was a scene in which the face of Person P1 was not
within the viewing angle of the camera and was not captured
precisely.

4.4.2 Scenes in which Subjective Evaluation Did Not Match among
Evaluators. There were scenes (B, D) where the subjective evalua-
tions were dispersed among the evaluators (Figure 6). Thus, there
were individual differences in the quantitative impression on several
social activities.

When we confirmed the actual scene, in Scene B, the two situa-
tions were mixed in the first half and the second half. Additionally,
in Scene D, the camera wearer talked to the presenter for the whole
time while experiencing the demonstration. The face of the con-
versation partner was not within the angle of view of the camera.
However, the body was facing the front when they talked.

The contents of each scene for which evaluations did not match
among evaluators are described below (Scenes B, D).

Scene B
In the first half, the camera wearer walked in the crowd and
moved toward the presenter. In the second half, he experi-
enced the demonstration in front of a presenter. He touched
the exhibition along with the presenter and visitor. The pre-
senter talked to the other visitor next to the camera wearer.
The camera wearer did not talk with them.

Scene D
The camera wearer talked to the presenter for the whole
time while experiencing the demonstration. A conversation
partner was standing in front of the seated camera wearer.
The face of the conversation partner was not within the
angle of view of the camera and could not be seen. However,
the conversation partner’s body was facing forward when
they talked.

5 DISCUSSION
5.1 Scenes in which the Amount of Social

Activity Is Large
In the scene in which the camera wearer spoke and/or engaged, the
amount of social activity was evaluated as high, and we confirmed
the tendency of the other person facing the camera wearer (Figure 6:
C, H, D, E, F). Especially when the camera wearer himself speaks,
it is evaluated as a scene with a large amount of social activity.
The interesting thing here is that our proposed method does not
measure "utterance amount" itself. Nonetheless, it is possible to
present a high score by the proposed method of detecting faces in
the conversation scene. This is because when the camera wearer
speaks, the tendency of the surrounding people to face the camera
wearer increases, and as a result, faces are detected. Thus, it is
suggested that social activity can be measured by detecting the face
of the partner when the camera wearer performs an active behavior,
without measuring utterances or gestures themselves.

5.2 Active Face-to-Face Engagement
The number of people who face each other does not depend much
on the evaluation of the amount of social activity, and the continuity
and closeness with the same person leads to higher evaluation. The
scoring process works well by not only the number of faces, but
also proximity and time continuity (Figure 6: F). With a method
of only counting the number of faces, we scored higher than the
result of subjective evaluation in the scene of hearing the talks
from afar (Figure 6: J). In order to quantify the amount of social
activity, considering the active behavior, it is necessary to weight
by proximity and time continuity.

5.3 Consistency of Evaluation by Evaluator
The result of subjective evaluation was not significantly affected by
whether the evaluator was the camera wearer, dialogue partner, or
third party. In other words, the evaluation of the amount of social
activity is not considered to be affected much by episodes.7
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Figure 7: Angle of view for measuring the face-to-face engagement when the standing position is not in front

5.4 Consistency of Evaluation by Type of Scene
The variance of subjective evaluation varied depending on the type
of scene. For example, scenes of long talk with a specific person
has a high score (Figure 6: E, F), a scene moving in a hallway has a
low score, and everyone makes a common judgment (Figure 6: A).
Additionally, the evaluation of Scene B, experiencing demonstra-
tions in front of the presenter after participating in a large group
as a bystander, and that of Scene D, experiencing demonstration
systems while talking with specific people, were quite different.
Consideration of individual differences in the impression of such a
scene is the limit of the proposed method.

5.5 Field of View of First-Person View Camera
In the scenes where the dialogue parties are out of camera view, the
score of the proposed method differs considerably from the subjec-
tive evaluation (Figure 6: H, D, E). The reason is that the dialogue
partner’s face has not been captured by dialogue at diagonal or
adjacent positions at a short distance, or at a position with high
vertical difference.

We thought the problem would be improved if the view angle of
the camera were expanded. For this reason, we measured social ac-
tivity using a 200 ◦ hemispheric camera (Figure 7). It was confirmed
that the dialogue partner’s face could be detected and measured
in a one-on-one dialogue with a diagonal standing position. Fur-
thermore, within the university campus, we were able to detect
side-by-side faces during meals and work, as well as detect faces
during dialogue at a position with a vertical difference (Figure 8).
Thus, we think that the proposed method can also measure the
face-to-face engagement level when the standing position is not in
front.

However, there is fish-eye distortion in this case, so it is necessary
to use a robust face detector. In addition, because the size of the face
varies depending on where the face is captured by the distortion,
we are reconsidering the weighting of the face size by removing
the distortion or based on the standing position. There is a limit,
as it is not possible to measure the engagement with the person
behind.

6 CONCLUSION
We propose a method to measure the daily face-to-face social ac-
tivity of the camera wearer by detecting faces captured in the first-
person view lifelogging video for the purpose of quantifying the
face-to-face engagement degree with a simple method.

From the result of the subjective evaluation experiment, it was
suggested that social activity can be measured by detecting the face
of the partner when the camera wearer performs an active behavior
without measuring the speech or gestures themselves. Additionally,
to quantify the amount of social activity considering the active
behavior, it is necessary to weight by distance shortness and time
continuity.

A few diagonal and side-by-side dialogues were found, and it
was found that the view angle of 180 ◦ or more was necessary. As
a result of using a 200 ◦ hemispherical camera, it was suggested
that the measurement of situations with a high level of face-to-face
engagement can be improved.

Measurement of engagement with people facing away and mea-
surement considering individual impression differences in a few
scenes remain the limit of the proposed method.

In the future, we aim to provide feedback that leads to behavioral
changes leading to social health, such as reducing loneliness and
fatigue in social activities [9]. As a different viewpoint from complex
social relationships, we think that the amount of social activity
facing people is one of the clues to support young people’s social
withdrawal [22] and elderly depression [10]. We believe that our
proposed method is the first step toward changes in social behavior.
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