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Abstract 

In-car conversations are transient and cannot be shared 

with others. We propose a method to stick in-car 

conversation into places by the recognition of multiple 

peoples’ finger pointing gestures. We use a motion 

capture device to detect finger pointing gestures and 

their directions. Moreover, we identify a point of 

interest by calculating the intersection of the finger 

pointing gestures. Furthermore, we investigate the 

accuracy of the proposed method and assess user 

experience using an in-house car journey simulator and 

discuss possibilities and limitations of the proposed 

method. 
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Introduction 

We propose a method to stick in-car conversation into 

places by the recognition of multiple peoples’ finger 

pointing gestures. People frequently have conversations 

in cars. In such conversations, people often talk about 

points of interest they have just passed. We believe 

that in-car conversations are worth sharing with others 

because they frequently relate to a particular situation. 

In-car conversation topics change according to the 

situation. The situation can include season, time, 

weather, and the background knowledge of the 

participants in the conversations. For example, in 

winter, the conversations might include an observation 

that “this road is really slippery.” However, the problem 

with in-car conversations is that they are transient and 

cannot be shared with others. Therefore, we propose a 

method to stick in-car conversation into places by the 

recognition of multiple peoples’ finger pointing 

gestures.  

In our previous studies, we proposed an in-car 

conversation sharing system and formulated 

requirements to realize the system [1, 2]. In this study, 

we attempt to associate an in-car conversation with a 

specific location such as a store or restaurant. For this 

purpose, we use a motion capture device to detect 

peoples' finger pointing gestures and their directions. 

We identify a target point of interest by calculating the 

cross point of the finger pointing gestures.  

We investigate the accuracy of the proposed method 

and assess user experience using a car journey 

simulator. Moreover, we discuss possibilities and 

limitations of the proposed approach in view of the 

investigation results. 

Related Work 

Rümelin et al. proposed a method to identify a distant 

object by finger pointing [3]. They used a motion capture 

device to determine positions of a person’s body parts. 

They assumed the pointing object (i.e., the point of 

interest) as the intersection of a face that distant with 2 m 

ahead of the car and calculated a vector between the 

person’s head and hand positions. In this study, we also 

use a motion capture device to determine positions of a 

person’s body parts; however, we estimate an object by 

calculating the intersection of multiple peoples’ finger 

pointing gestures. This enables us to recognize the point 

of interest more precisely.  

Numerous studies on gestural interaction have been 

published. Mistry and Maes introduced “Sixth Sense,” a 

wearable device that enables interaction with projected 

information using gestures [4]. Their system recognizes 

gestures using a wearable camera and computer vision 

technologies. Relative to automotive user interfaces, 

several studies have examined gestural interactions. Ohn-

bar et al. proposed a hand-gesture-based user interface 

for in-car entertainment [5]. In addition, Riener et al. 

investigated how a passenger uses space for in-car 

gestural interactions [6].  

In-car Conversations with Finger Pointing 

Gestures 

The results of our previous study showed that specific 

locations or an area could act as triggers that prompt 

occupants to pass on knowledge [1]. This implies that a 

location is a key feature of in-car conversations. The 

findings also raised the possibility of using finger 

pointing and joint attention for automatic annotation 

because in our experience, finger pointing and joint 

attention occur while a speaker discusses the target 
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location. Thus, we assume that finger pointing 

detection is a key technique for annotating in-car 

conversations because it appears to provide indicators 

of objects mentioned in the conversation. During an in-

car conversation, finger pointing occurs when a speaker 

talks about a location close to his/her car, e.g., ”this 

(with finger pointing) building is….” Annotating with 

finger pointing is possible using a motion capture 

system.  

To determine the point of interest, 

we employ the intersection of 

multiple peoples’ finger pointing 

gestures using a motion capture 

device. Figure 1 shows an overview 

of the proposed method. We 

calculate vectors between the head 

and hand positions of each 

passenger. Because the intersection 

does not contain world information, 

we must translate the intersection 

from local coordinates to world 

coordinates. To perform this 

translation, we use the position 

(Latitude and Longitude) and 

direction (theta) of a car. In this 

study, we assume that the 

intersection is a two-dimensional 

field. We calculate the intersection 

of two passengers’ finger pointing 

gestures in world coordinates using 

Equation (2). The car’s position 

(Lngcar and Latcar) can be obtained 

using the GPS and direction (theta) 

can be obtained using a compass.  

μ=
360

2𝜋𝑟
,                                                                                      (1) 

𝑤ℎ𝑒𝑟𝑒 𝑟 𝑖𝑠 𝑡ℎ𝑒 𝑟𝑎𝑑𝑖𝑢𝑠 𝑜𝑓 𝑡ℎ𝑒 𝐸𝑎𝑟𝑡ℎ. 
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Investigation 

To evaluate the proposed method, we developed a 

system using the Microsoft Kinect v2. We tested the 

accuracy of the developed system and performed a 

user study. 

Implementation 

We developed a system to recognize a common point of 

interest for two people. We used the Microsoft Kinect 

v2 to determine positions of body parts of each person. 

We then calculated the intersection of two peoples’ 

finger pointing gestures using the above described 

method. Moreover, we evaluated the proposed system 

under with standalone and simulator conditions. 

However, it is possible to attach the system to an 

actual car because the Kinect v2 has a wide lens and is 

capable of capturing finger-pointing gestures in a small 

space as in a car. 

Accuracy Test 

We performed an experiment to confirm the accuracy 

of the proposed system. Eight undergraduates aged 20 

to 22 participated in this experiment. We paired 

participants and asked them to point at a specific 

marker. We used a yellow tennis ball as a marker. As 

shown in Figure 2, we placed 11, 11, and nine markers 

at 3 m, 5 m, and 10 m distances from the participants, 

respectively. The markers were moved to one of these 

distances at random. 

 

Figure 1: Overview of proposed method. We calculate 

the vector between head and hand positions of each 

passenger. We assume that the intersection of the 

vectors is the target point of interest. To map the 

world coordinates, we use car position (Latitude and 

Longitude) and direction (theta). 
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The participants were required to point at the 

marker with their finger for two seconds. Each 

participant pointed at the marker eight times for 

each point (248 times in total).  

We collected 992 pairs of finger pointing data. Table 

1 shows average distances between each calculated 

intersection of two participants’ finger pointing 

gestures and the corresponding ground truth. The 

results indicate that errors will increase according to 

the distance between the target and participants. In 

addition, we found that the proposed system is 

applicable under the condition that the distance 

between the target and position of the car is not 

greater than 40 m, where we assume that the target 

area is 20 m2. 

User Experience 

To investigate the applicability of the proposed 

system, we performed a user study with an in-house 

car journey simulator. The simulator consists of three 

65-inch displays and a personal computer. Using the 

simulator, a user has a 270° field of view when driving. 

We installed our finger pointing detection system to the 

simulator to test the applicability of the proposed 

system in more realistic conditions than the above 

described accuracy test.  

Figure 3 shows detailed settings of the user study. The 

participants sat at a distance of 1.6 m behind the front 

display. The side displays were at a distance of 0.3 m 

from the participants. The participants moved the car 

along a road and changed the center of the screen (i.e., 

rotated the car) in the simulator. The simulator can 

record the location (longitude and latitude), direction, 

and intersection of two passengers’ finger pointing 

gestures.  

Twelve people (8 males and 4 females) aged 19 to 23 

participated in the user study. We paired the 

participants and asked them to point at landmarks two 

times for the conditions as follows: when a participant 

sees a landmark (landmark displayed on the front; 

front condition) and when the car passes a landmark 

(landmark displayed on the side; side condition). To 

assign three landmarks to each participant, we 

interviewed the participants about locations they spent 

their time at when they were children and selected 

three landmarks from these locations. If one individual 

is familiar with a specific location and another individual 

is not, then the first individual will describe the location 

to the second individual. We refer to this as 

“asymmetry of information.” We assumed that this 

landmark selection process creates asymmetry of 

information between each pair of participants because 

they grew up in different locations. 

 

Figure 2: Experimental settings of 

the accuracy test 

 

 

Table 1: Average distances between 

each calculated intersection and 

ground truth and their standard errors 

(SE) for three conditions (Unit = 

meter).  

 

Figure 3: Experimental settings of the user study. 

The car journey simulator consists of three large 

displays and a PC. 
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We evaluated the results by calculating distances 

between each pair of intersections of two participants’ 

finger pointing gestures and a landmark. We obtained 

36 data points for the front condition and 41 data 

points for the side condition (77 data points in total). 

For the front condition, 24 of the 36 data points were 

evaluated correctly (the intersection was at the target 

landmark area). However, only seven of the 41 data 

points were evaluated correctly for the side condition. 

We discuss the cause in the next section. 

Findings 

Errors in the front condition 

Through the user study, we could not correctly estimate 

the target landmark for 12 of the 36 data points. 

Among these 12 errors, six errors were not significant 

(less than 10 m). We could improve accuracy by 

changing the position of the motion capture system 

(i.e., the Kinect v2). However, the other six errors 

could indicate a significant problem. Figure 4 shows this 

error situation. In this situation, the participants did not 

point at an actual target. They pointed at an imaginary 

target shown on the display. This type of error could 

only be found in the simulator experiment; however, it 

should not be ignored. 

Errors in the side condition 

We collected 41 data points for the side condition. 

However, only seven data points were measured 

correctly. Figure 5 shows the distribution of the 

estimated intersections. The distribution of the 

intersections is concentrated at the center of the car. 

Through a video investigation, we found that our 

estimation method was not effective for pointing at a 

target on the side displays. Figure 6 shows a situation 

wherein the participants moved their arm forward and 

pointed at a target using their finger. Our estimation 

method calculates a vector between the head and hand 

positions; therefore, the estimation was incorrect. To 

address this problem, we can calculate a vector 

between the hand and finger positions rather than the 

head and hand positions. However, this will decrease 

accuracy for the front condition. As a result, we must 

tackle a hybrid approach, i.e., while a participant is 

pointing at a target on the front, we can use the 

proposed method; however, when a participant is 

pointing at a target on the side, we must use an 

estimation algorithm. We are currently working on this 

estimation algorithm. 

In-car conversation entertains 

Through the user study, we confirmed possibilities of 

in-car conversations. We asked the participants to visit 

three places in one journey; however, five participants 

visited an additional place. For example, a participant 

was talking about a noodle restaurant and was excited 

about delicious noodle restaurants. They drove to a 

delicious noodle restaurant and kept talking about the 

restaurant. In addition, some participants drove to a 

related place after they introduced a landmark. For 

example, a participant went to a kindergarten school 

after he/she introduced his/her elementary school. 

Use of characteristics of scenes 

We found that the participants often used a 

characteristic word, such as the color, form, or name of 

a building, to introduce places. If we can use this 

information to filter targets, we can estimate the 

targets more accurately.  

 

Figure 4: Participants seldom 

pointed the target on the 

display. The red circle indicates 

the actual target and the gray 

circle indicates the imaginary 

target displayed on the screen. 

 

: Target on the screen

: Actual Target 

Displays
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Concluding Remarks 

This paper proposed a method to stick in-car 

conversation into places by the recognition of multiple 

peoples’ finger pointing gestures. To estimate the 

target location, we calculate the intersection of their 

finger pointing gestures by obtaining a vector between 

the head and hand positions. We investigated the 

accuracy of the proposed method and assessed user 

experience using an in-house car journey simulator. 

Through the investigation, we confirmed the 

applicability of the proposed method and identified 

some limitations. In future, we plan to incorporate an 

estimation algorithm using characteristics of target 

buildings to improve accuracy. 
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Figure 5: Distribution of estimated intersections for the side condition. Each blue square 

indicates the position of an intersection. 
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target displayed on side 

displays. 
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