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ABSTRACT
This paper proposes a system called Neary that detects con-
versational fields and is designed to run on mobile machines
with a network module and a microphone. Neary operates
on a simple algorithm and a light-weight process, so other
systems can incorporate it smoothly. In this paper, we show
an implementation of our Neary system and its experimen-
tal evaluations. Neary can distinguish between two conver-
sation groups one meter apart and dynamically detect the
changes in the number and the physical size of conversation
fields.

Categories and Subject Descriptors
H.5 [Information Interfaces and Presentation]: Syn-
chronous interaction, Sound and Music Computing; J.4 [So-
cial and Behavioral Sciences]: Sociology

General Terms
Measurement and Design

Keywords
User Context, conversation field detect

1. INTRODUCTION
This paper proposes a system called Neary that detects a

conversational field, which is defined in this paper as a phys-
ical area where multiple persons join a conversation. Neary
detects a conversational field by inferring the members who
have joined the conversation. Neary excludes someone may
join the conversation; however, when s/he joins, Neary infers
his/her participation in the same conversational field.

Neary is designed to be adjustable to transform the con-
versational field. We achieve this by a simple algorithm that
does not depend on the form of the conversational field or
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the distance between its users, but only uses the similarity
of the sound environment.

We previously examined the precision of Neary in meet-
ing environments in its developmental stage. It proved that
Neary has high precision, low recall, and is adjustable to
transform the conversation field, if there are sufficient spaces.
In this paper we verify that Neary is adjustable to transform
the conversation field in small spaces.

The many researches that have attempted to record and
analyze various kinds of human communication can be di-
vided into two major methods. One is based on an analysis
of the situation around the conversation [1] [6], and the other
is based on a spectrum analysis of utterances [2].

As for the former type, for example, some researches judge
user contexts from position and orientation by estimating an
object’s position and orientation based on topological infor-
mation collected using infrared tags [5], WiFi accesspoints
[4], [10], [7], etc. Although these methods are adaptive for
various purposes, it remains unclear whether they are ac-
tually conversations. In addition, the method can hardly
recognize how the conversation field is distributed. Neary
uses sound information to avoid these weak points.

As for the latter type, for example, even though much re-
search has attempted to recognize conversations using sound
information, such studies often assume that conversations
are generally performed by those nearby. Of course, many
people communicate based on social distances of 120 ∼ or
210 cm [3]; however we believe systems that cling to this view
may overlook the following communication forms. Many
conversation fields can be found in party and exhibition
halls. On the other hand, it is not natural to assume that
one conversation field can cover an entire lecture hall It is
hard to distinguish these two situations by differences of
distance and the number of people. Neary is designed to
identify these situations that existing methods can hardly
distinguish.

Our approach using sound environments resembles work
by Choudhury et. al.[2][9]. However, since their motivation
is based on social network analysis, their systems have high
precision and researchers receive output after they have fin-
ished their experiments. Our motivation is to support other
systems, so Neary’s performance is light enough for ordinary
mobile PCs and outputs conversational situations immedi-
ately.

This paper shows Neary’s basic idea, its implementation,
and the important aspects of the experiment results.
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2. DETECTING CONVERSATION FIELDS
Neary infers the existence of conversation fields using the

similarity of sound environments. Its algorithm is based on a
simple idea: in the same conversation field, the same sound
is heard. For example, consider the two conversation fields
shown in Figure 1. A’s utterance has a stronger influence on
B than on C or D, because the nearer the sound source is,
the louder it is. If they have microphones, the microphones
of A and B record A’s voice louder than D’s. On the other
hand, the microphones of C and D record D’s voice louder
than A’s.

Figure 1: Basic idea of Neary algorithm

If Neary compares their microphones’ captured sounds,
A’s is more similar to B’s than C’s and D’s. By compar-
ing sound input, Neary can recognize the conversation field
form.

This algorithm divides the users into groups by specific
sounds. If there is one loud sound in the room, whether the
room is large or small, the users are unified. If there are
some loud sounds, the users are divided into groups. Due
to this property, Neary adapts itself to various situations,
including presentations, parties, etc.

We tested this algorithm in a meeting environment where
a presenter and the audience used Neary. In this test, the
precision of Neary was 96.6%(917/949) and its recall was
67.9% (917/1349).

If there are many conversation fields in a small room, some
conversation fields may merge, or someone may leave the
conversation. Robustness to these changes is desirable. In
this paper, we verified whether Neary successfully judged
such situations.

3. IMPLEMENTATION OF NEARY

3.1 Basic architecture
Neary is designed to run on mobile PCs. Its current imple-

mentation employs an ad-hoc network by wireless peer-to-
peer connections among Neary machines that communicate
with each other by this network and send necessary informa-
tion for detecting conversation fields. The ad-hoc network
enables us to use Neary anywhere without servers and wire-
less access points.

Choosing adequate microphones in Neary’s algorithm is
important. This time we used the bluetooth headset mi-
crophone, which is omnidirectional, so it can record sound
independent of user orientation. It also has another sig-
nificant property: wirelessness. It does not disturb human
communication. Figure 2 shows Neary’s users and devices,
and Figure 3 shows its system chart and data flow.

Figure 2: User and device

Figure 3: Neary’s system chart and data flow

3.2 Detection algorithm
Neary’s algorithm compares the frequency of input sound.

If the input sound is silent, clearly nobody is talking, so
Neary assumes there is no conversation field without calcu-
lating. If the input volume is smaller than the average input
volume (Figure 4), Neary regards the input sound as silence.
The detailed algorithm is as follows:

Figure 4: Sound input and area compared by Neary

Sending process
1. Create six-second sound buffer.

2. Cue sound into the buffer.

3. Scan the buffer to find a sounded region every six sec-
onds.
If it only finds a mute region, go to 7.



4. Extract one second of sound data from the buffer.
In this time, the system chooses the region with the
longest sounded region.

5. Process the sound data with Fast Fourier Transform,
and put a timestamp and user name on the output.

6. Send the output to all Neary devices.

7. Refresh the sound buffer.

8. Go to 2.

Receiving process
i. Wait to receive the Neary data.

ii. Get the timestamp and user name from the received
data.

iii. Get the sound data recorded at the time shown on the
timestamp from the buffer.
If these sound data are silent, output a false value and
go to i.

iv. Process the sound data with Fast Fourier Transform,
and calculate the cosine similarity of these two bits of
data.
If the value is over a threshold, Neary outputs a true
value and otherwise outputs a false value.

v. Go to i.

Every six seconds users get Neary’s output, which con-
sists of user names. For example, when Neary guessed users
“Thomas” and “William” as conversational partners of user
“George,”“George”’s Neary output “Thomas, William.”

Neary uses not only human voices but also other sound
information such as music. If persons are listening to the
same music and seem to begin to talk, Neary regards them as
being in the same conversation field. Neary uses 50 ∼ 1600
Hz for its comparisons. The number of vector dimensions
with which cosine similarity is calculated is 1,551. Human
voices and 90% of piano keyboards are found in this band.
Since the piano covers all classical music frequencies, Neary
covers most music.

Synchronization of time
Since we must compare the frequency of the sounds that ap-
pear in the same time, we implemented the simple Network
Time Protocol (NTP) to synchronize the system time of the
Neary machines in the following order.

a. Get the system time, and send it to the other machines
with a User Datagram Protocol (UDP).

b. Subtract the received system time from the system
time. This difference is t1.

c. Return t1 and the system time.

d. Subtract the system time from the received system
time. This difference is t2.

e. Calculate t1+t2
2

as the difference of the system clocks.

f. Return and save the difference of the system clocks.

Neary gets the system time in 100-ns order and the margin
error of the time difference of the machines in 10-ms order.
Due to the property of the FFT Window Function, this error
has little influence on the comparison results.

4. EXPERIMENT
If there are many people in a room, various forms of con-

versation fields may be found. For example, the number of
conversation fields may change, or some people may move
to another conversation field. Since Neary’s main purpose
to keep up with these changes, we examined whether Neary
can detect them by designing a task for a conversation field
that sometimes changed form.

4.1 Experiment design
We divided four participants into two groups to debate

the distribution of lab equipment between two rooms. The
equipment included both appropriate equipment and some
too large for the room. In this experiment, we used a white-
board, a partition, and two desks, as shown in Figure 5. Af-
ter this, we refer to these four participants as A1, A2, B1, andB2.
A1andA2 are group A, and B1andB2 are group B.

First, each team discussed separately what equipment they
needed (Figure 6-1). To avoid conversation between teams,
we put a 120-cm wide, 5-cm deep, and 200-cm high partition
between the groups and determined before this experiment
that this partition did not affect Neary’s decision. There
were two conversation fields in the room. Neary was sup-
posed to detect the two groups: A1andA2 and B1andB2.

After this discussion, the teams negotiated with each other
(Figure 6-2) in phases that consisted of four turns in the
order of A1, B1, A2, andB2. In A1’s turn, A1 went to the
B group table and negotiated with them. A2 stayed at the
A group table, but could join the negotiation by speaking
loudly. In this task, there was either a group of three or
four. Neary’s goal was to detect the group.

We recorded this experiment with a camcorder to show
how the conversation fields changed and to estimate Neary’s
accuracy.

Figure 5: Experiment setting

Figure 6: Experiment state



4.2 Results and discussion

Two group conversations
This phase featured two conversation fields, as shown in Fig-
ure 6-1. Neary’s goal was to divide users into groups A and
B(Figure 7).

Figure 7: Two group conversations and Neary out-
put

In five minutes, Neary generated 52 outputs, as shown in
Table 1.

Table 1: Neary output when participants harmo-
nized group opinion

Terminal <inferred communication partners: frequency>

A1 <A2:11> <B1:0> <B2:0> <A2,B1:0>

<A2,B2:3> <B1,B2:0> <A2,B1,B2:1>

A2 <A1:21> <B1:0> <B2:0> <A1,B1:0>

<A1,B2:1> <B1,B2:0> <A1,B1,B2:1>

B1 <A1:0> <A2:0> <B2:19> <A1,A2:2>

<A1,B2:0> <A2,B2:0> <A1,A2,B2:2>

B2 <A1:0> <A2:0> <B1:14> <A1,A2:0>

<A1,B1:3> <A2,B1:1> <A1,A2,B1:0>

Table 1 summarizes the frequency of the combination part-
ners inferred by Neary and displayed on each user’s screen
during the session. For example, <A2, B2:3> in the sec-
ond row indicates that there were three times when Neary
guessed A2 and B2 as conversational partners of A1.

In this phase, they talked with their teammate. If Neary
detected A1 and A2, and B1 and B2 in two groups, the
output is true.

This table shows that Neary approximately made correct
outputs. For example, Neary placed B2 and B1 in the same
group 14 times. Neary also made three mistakes with B2,
A1, and B1 and one with B2, A2, and B1. These mistakes
were caused by various reasons. A loud voice caused ev-
eryone to be mistakenly put in the same group. When all
members of a team were silent, the other team member’s
voices were deemed mistaken output. A1’s voice was too
loud for Neary to often guess that A1 and someone were in
the same group. If someone spoke loudly, he may be speak-
ing to everyone. Inferring intention only by the volume of
voice is difficult. We believe that estimating by context is
the only way to infer correctly.

Negotiation phase
We considered this phase during their negotiations. Table 2
shows samples of conversations and Neary output when A2

was negotiating with group B. Neary almost detected the
group that continued to talk at this table.

When A2 negotiated with group B, Neary detected that
A1 is not in the conversation (Figure 8). When A1 joined
the conversation by a loud voice from behind the partition,
Neary detected the group as A1, A2, B1, andB2(Figure 9).

Figure 8: Neary detected three people’s conversa-
tion

Figure 9: Neary detected A1 join the conversation

We got an interesting case. Although A1 joined the con-
versation by a loud voice from behind the partition, Neary
detected the group as A2, B1, and B2(Figure 10).

Figure 10: Neary separated A1 from the conversa-
tion because of utterance overlaps

This is because A1 and B1’s utterances overlapped each
other. A member’s utterance had the strongest influence
on her own microphone. If members simultaneously talked,
their microphones received completely different sounds. Be-
cause Neary compared the sounds, they were divided into
other groups.



Table 2: Display on each user’s Neary terminal during sample session
Conversation display on

A1’s
display on
A2’s

display on
B1’s

display on
B2’s

A2 is negotiating with B1 and B2. A1 is apart from them.

A2 → B “First, we have two large desks. That’s unfair.” .. B1, B2 A2, B2 A2, B1

B1 → A2 “True, but...” .. B1, B2 A2, B2 A2, B1

B2 → A2 “No, no. We don’t need such desks.” .. B1, B2 A2, B2 A2, B1

A1 → A2 “Our room doesn’t have enough space.” A2 A1, B1, B2 A2, B2 A2, B1

long silence .. .. .. ..

A2 → B “Then you should take this large-sized display.” .. B1, B2 A2, B2 A2, B1

B2 → A2 “No. We already have the same display.” .. B1, B2 A2, B2 A2, B1

A2 → B2 “OK. I’ll stop forcing this display on you. Take this desk.” .. B1, B2 A2, B2 A2, B1

laughter A2, B1, B2 A1, B1, B2 A1, A2, B2 A1, A2, B1

A2 → B “We don’t need it!” .. B1, B2 A2, B2 A2, B1

A2 → B “We’ll take this display, and you take this desk.” .. B1, B2 A2, B2 A2, B1

B2 → A2 “Not our job. Give up. They were in your room from the beginning.” .. B1, B2 A2, B2 A2, B1

From behind the partition, A1 joins the conversation in a loud voice.

A1 → B “The initial condition was unfair. We had lots of large equipment in
our room.”

A2, B1, B2 A1, B1, B2 A1, A2, B2 A1, A2, B1

A2 → A1 “I agree.” A2, B1, B2 A1, B1, B2 A1, A2, B2 A1, A2, B1

B2 → A2 “If you force that large stuff on us, I’ll do the same to you on our
next turn.”

.. B1, B2 A2, B2 A2, B1

...

In this case, B1 and the member listening to B1’s utter-
ance did not think that A1 was in the same conversation
group, so we believe it is a collect recognition. However, if
the utterances of multiple members happen to overlap, this
property may cause mistakes in Neary.

This problem cannot be solved only by using sound. One
solution is removing a short overlap as a noise by estimating
the tempord context. In one conversation, it seems some
utterances kept overlapping for a long time, so outputs must
be merged before they can be recovered.

5. APPLICATION EXAMPLE
This system works on a machine with a microphone and

a network function. PhotoChat [8] uses Neary. Figure 11
shows samples of PhotoChat and Neary output tags.

Figure 11: Tags generated by Neary on PhotoChat
interface

PhotoChat facilitates communication among users who
want to share experiences by enabling them to exchange pho-
tos and notes. When the amount of photographs increases,
PhotoChat suffers from poor photo retrieval. If they only
use the default tags (date and time) provided by PhotoChat,
users often have difficulty finding photos. Neary relieves this
problem by automatically attaching the names of other users

who talk about photos as tags. These tags make searching
more instinctive. Neary is more suitable for such use than
ordinary proximity sensors, because people a user talked to
before and after taking photos have more powerful connec-
tions with the photos than people who are just near by.

Neary also helps analyze the logs. We performed an Pho-
toChat experiment in a zoo (Figure 12) with eight partici-
pants who freely used PhotoChat.

Users called each other in front of various animals using
PhotoChat and went their own ways. Analysts can’t under-
stand how users communicate with each other. Neary shows
how PhotoChat logs encourage communication among users
and what kind of conversation encourages users to take pho-
tos.

Figure 12: PhotoChat at a zoo

Neary may help users share photos and other data. If they
want to share photos, they usually go home and use social
media sites such as Flickr. They can categorize their photos
into “Photos for Public,” “Photos for Friends,” “Photos for
Family,” etc. This series of tasks is very hard, especially
remembering who is concerned with which photos. Neary
can categorize photos based on conversations and help other
systems share photos as soon as users take them.

We classified photos by batch processing after the zoo ex-



periment. The following are some examples.
First, Figure 13 shows the photos shared by almost all

users. They were taken when we explained our experimen-
tal configuration and how to use PhotoChat. We consider
photos taken in such situations to have know-how and to be
shared.

Figure 13: Neary shares this photograph between
many people.

Figure 14 shows the photos shared by a few users. They
consist of personal photos and photos with less information
about what the photographer means. They should share
these photos with the users who talked with the photogra-
phers of these photos. Using Neary output, we can control
this.

Figure 14: Photos should not be shared

Users talked the longest after taking photos (Figure 15)
because the subject is very attractive. This photo suggests
that we can guess the photo’s priority and its property.

Figure 15: One photo about which users talked a
long time

For example, the photos of a presenter and a screen in a
workshop may be useful for discussion about the presenta-
tion. Such photos should be shared by all the members in

the hall. After the presentation, some may take personal
photos. These photos should only be shared by the mem-
bers concerned. In these cases, Neary has an advantage
over other proximity sensors too. Since Neary is not based
on distance, it can follow conversation situations even if the
conversation field becomes very large. Neary supports these
requests.

6. CONCLUSION
In this paper, we showed an implementation of our Neary

system and experimental evaluations.
Neary can correctly divide members into conversation fields

and adjust the merger and division of conversations. How-
ever, Neary sometimes makes mistakes if utterances overlap.
This problem may be solved by calculating frequency infor-
mation not as one huge task but as several small, separate
tasks. This is future work.
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